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1. INTRODUCTION.

In this article we consider tests of fit for a completely
specified continuous distribution F(x), where the x-sample is type I- or
type II-censored. The censoring may be done in various ways: left- or
right-censoring, as is often found in practice, also double-censoring, or
censoring resulting from deletion of certain order statistics from the

original sample.

The technique proposed generalizes a method earlier introduced
by Michael and Schucany (1979) in the sense that it applies to an arbitrary
censored sample and reproduces their results when the censoring is of type II
and at one end only. The method introduced below is based on a transformation
due to Rosenblatt (1952) and its inverse. All theoretical results are
derived from the properties of these transfoims, making it unnecessary to

analyze each different kind of censoring separately.

Two procedures are cbtained following the general methodology
provided by the application of Rosenblatt's transformations. They trans-
form the original censored data into a complete sample of ordered uniforms
if the hypothesized distribution is correct. Therefore, the distributional
test for the censored sample becomes a test that a full sample is uniform.

There are many well-known methods of performing the latter test.

In Section 2, Rosenblatt's transformation is analyzed and its
inverse introduced. In Section 3, the procedures are obtained for the
type 1I cengoring, and shown to be based on simple straight forward cal-
culations. Some numerical examples are given. In Section 4, we examine

for the type II censoring, how well the transformations work in terms of
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; power, when followed by Anderson-Darling's A2 test for uniformity. The
: transformations discussed, followed by 1\2 are found to give good results

and are therefore recommended in view of their versatility.

In Section 5, an analysis is done for the type I censoring and

the procedures are obtained.

Finally in Section 6, some general comments are given.
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2. ROSENBLATT TRANSFORMS AND THEIR INVERSES.

It is well known that a tést of fit of a completely specified
continuous distribution is equivalent to a test for uniformity. If the
original sample is censored, so that only a subset of the ordered sample
is available, the equivalent problem is that of testing uniformity from the

corresponding subset of the uniform ordered sample.

2.1. The Rosenblatt transformation.

If a set of random variables is given, consisting of independent
variables whose marginal distributions are known and continuous, they can
be transformed to a set of independent uniforms by mapping each with its
corresponding distribution function. This is a direct application of the
Probability Integral Transformation (PIT). If, however, the given
variables are not independent, but their joint distribution is nevertheless
known and absplutely continuous, then a transformation due to Rosenblatt
(1952) can be applied that still yields independent uniforms. Specifically,
let Yl,Yz,...,Ym be jointly distributed with distribution function

G(Yl'Yz""’Ym)’ absolutely continuous.
Let Gl(yl) be the marginal distribution of Y,

Gz/l(yz/Yl) be the conditional distribution of Yz given Y,

Gm/l,...,m—l(ymfyl’yz""'ym-l) be the conditional

distribution of Ym given Yl’Yz""'Ym-l

then

------




a
1

= G2/1 (Yz/ Yl)

)

m Gm/l,...,nhl(ymfyl""'Ym-l

are independent variables, uniformly distributed in (0,1). Symbolically,

this transformation is represented by:

" L} L} L}
Yl'Yz’...'YL R Ul’UZ'oo-’Um .

A
4 B (4

Observe that when applying R in general, one could select any

of the m! different orderings of the integers 1,2,...,m . We shall

i' concentrate on the R-transformation applied to ordered uniform random <
N variables, to produce new independent uniforms. In particular, only two

A0

b

e orderings will be considered; the forward ordering given by the ordered

uniforms and the backward ordering given by the ordered uniforms in

* reverse.,

2.2. Application to ordered uniforms.

X let U(l)'“(Z)""'U(n) be a complete ordered sample of uniforms.

Their joint distribution is of course known and absolutely continuous so

that R can be applied. Denote this by RP utilizing the forward

ordering of the indices.
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Symbolically,

U ]U 'occ’U

YayrY2) U 1Y

A L'

e ' 4 o
ordered U(0,1) sample CRF unordered U(0,l) sample
The variables U;_ can be shown to be

_ n-i+l
U, =1- {a - Uiy /7@ - U(,i-l))}

r i = l,...,n (2-1)

where U(O) =0.

1f the original sample of uniforms is ordered in reverse and R

applied to it, we denote by RB the resulting transformation applied to

the backward-ordered uniform sample.

Symbolically
U(l)'u(z)'...'u(n) l'U 'cno'U
> | R, 2
ordered U(0,1l) sample unordered U(0,1) sample
The variables U; are given by
"

where U(n+1) =1.

The transforms U' and U" are well known, see for example

Malmquist (1950).
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2.3. Inverse transformations.

It is convenient to define R;:L and R;l , the inverses of R}_‘

and RB . These transform a complete unordered uniform sample into a

complete ordered uniform sample.

Let Ui,Ué,...,Ul; and U",U;,...,U; be two sets of independent

1
U(0,1) variables. Symbolically

A} ] L)
Ul'UZ"“'Un n U(l) 'U(Z)"“'U(n)

o

A\

? —7
unordered U(0,1) sample ordered U(0,1l) sample

it can be shown from (2.1) that

U =1_ ‘"(l- ’ i=l,...,n

i , 1/(n-§+1)
(i) uy)

i=1

and from (3.1),

1 L] ”

Ul,Uzp-..,Un 1 U(l) pU(z)'o.-,U(n)
. -
? |R —2

Unordered U(0,1l) sample ordered U(0,l) sample

where
n .
v, = T @HI, i<1,...m.

(i) j=i J

(2.3)

(2.4)

These transforms R;l and P;]' are defined because they "recover"

the original ordered sample if this was transformed by RF or RB

respectively.
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3. APPLICATION TO GOODNESS OF FIT WITH TYPE II CENSORED DATA.

3.1. Transforms ‘1‘F and TB : censored samples to full samples.

Suppose a censored sample of X-values is given,

x(i ) < x(i o e X , and we want to test that they came from a
2

1 (ir)

specified continuous distribution F(x). First, the corresponding censored

sample of uniforms is obtained by U U F(X

), etc.

. = P(X ), . =
(11) (i ) (12) (12)

The U variables have a joint absolutely continuous distribution
so that Rosenblatt's transformation can be applied to them providing a

complete unordered uniform sar le Ui,U;,...,U; .

Suppose Rosenblatt's transformation is applied forward, namely

first mapping U(i ) with its marginal distribution, then mapping U
1

with its conditional distribution given U( ), and so on, to give the set

(iz)

U' ; then apply R; to the U' variables and obtain a set
*

U(l) :U(z) soee 'U(l’)

let this resulting transformation be TF :

which is a complete ordered U(0,l) sample. Symbolically

* *
Cap P luy TR IPYRTERTL o
< TF L
4 [ 4
Subset of xr ordered U(O,1) complete sample of r
variables from n ordered U(0,1l) variables

Thus TP transforms any ordered subset of uniforms into a new

complete ordered set of uniforms.

In a similar way, one can define T_ , by first applying

Rosenblatt's transformation to U Y reeesU, . but starting with
(il) (12) (i)

r
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, etc., and then applying RB ’

U ), continuing with U

(i

(i, y given U

r

to give the final ordered set U* .

The characterizing properties of the distribution of the order

statistics make both TF and 'I'B doubly invariant characterizations in

the sense that they map order statistics into order statistics and the set

U(i )""'U(i ) has the joint distribution of the corresponding subset of
1

ordered uniforms if and only if U* . ,...,U* is distributed as an

(1) (r)
ordered complete sample of uniforms. Xn O'Reilly and Stephens (1982), in

connection with transformations of exponentials to uniforms, these concepts
were explored. There it was found that doubly invariant characterizations
were the basis of procedures with good power properties. It is in this

spirit that we now suggest TF or TB for censored data.

Example. In order to apply either TF or TB in practice one requires

knowledge of marginals and conditionals of uniform order statistics. These

have nice properties and so the application is quite simple.

Suppose for example that one has only U )’ U and U out

(2 (5) (7

of a sample of size 10 . 1In order to apply T_ , one first needs the

F

marginal distribution of U , which is a Beta (2, 9) (denoted B (*)).

(2) 2,9

L
So U 82'9(0

1 2)) ¢

then one needs the conditional distribution of U given U Given

(5) (2) °

, the variables behave like an ordered uniform sample

Y2) U3y ¥a) - +Y10)

given U has the same

of size 8 on the interval (U ),l), so U )

(2 (5)

distribution as the third order statistic of a sample of size 8 on the

intexval (U ),1).

(2

So ur=8_  {(U )} .

) 3,6 )/(1L-uU

) ~ %) (2)

D Y . * .- . . L R S U T S S T
TR S N . - . . -~ . b .
~ -‘ Lt » O, et e, e - . ) o N W e - - - W .-

PR < A .‘ d . 1
DN AR A IS DL A l;\\_ R I A A A A 4'_1 'y Jl-_. D NP IR I I A.'q.‘ 'J("'ML-.' .L.p'- -

g



Finally we need the conditional distribution of U(7) given U

and U(S) . This is the same as the conditional distribution of U(7)

U(S) because of the Markovian property of order statistics.

Given U(S)’ the order statistics U(G)'U(7) (10)

same distribution as a uniform ordered sample of size 5 on the interval

’ooo’U

(U(s) 1),

So u, =B, ,{(u

3 By, '}

7 " 0(5))/(1 - U(s)

With Ui,Ué,U; so computed one would finally apply R;1 which yields:

* _ _ R 1/3

U(l) =1 (1 Ul)

* _ - - L) 1/3 - [ 1/2

U(2) =1 (1 Ul) (1 Uz)

* - - - ] 1/3 - ] 1/2 - ] 1/1
U(3) =1 (1 Ul) (1 U2) (1 U3) .

For the right-censored sample, and also for the doubly-censored sample,
which.often occur in practice, '1‘F and TB are straightforward, as
follows.

3.2. Right-Censored Case.

For U

transformation in a forward ordering yields:

Ui,Ué,...,U; independent U(0,1) variables with

. _ _ _ n-i+l
Ul =1-{Q1 U(i))/(l }

i )

U(i‘l) , 1 = l,...,r, U(o) =0 ;

\..-:'.‘-'_. ‘.;\'-..\'_. LIRS
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. . .
L’ U(2)""'U(r) out of n , the application of Rosenblatt's
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then application of R~ (Bquation 2.3) to Ui,...,u; yields the desired

*

,...,U(r).

complete uniform sample of size r , U:l)

. N AR
v .
0 R

If instead we use TB , first we apply Rosenblatt's transformation

«'x

\ in a backward ordering which yields:

Ul,...,Ur iid uU(0,1), where

i '
) ’ i=l,...,l’-l i arld

4 ,-..—'-—“'-.."'u' 'v.-
c.
|

= (U,,./

(1)/Y(1+1)

r “r,n-r+l U(r)

Finally R;I (Equation 2.4) is applied to Ul""'ur which results
in a complete. ordered uniform sample of size r .

For this case T,_, does not require an evaluation of a Beta

F
distribution function; this gives a computational advantage over TB .
Note that for the right-censoring case, TB reconstructs the

random variables given in Theorem 1 of Michael and Schucany (1979).

In a similar way, a left censored sample can be transformed; in

this case TF reconstructs the procedure of Michael and Schucany.

3.3. Doubly-censored case.

Suppose the available order statistics from the uniform sample

of size n are:

R T e
LRI Tl Nl St SR I
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where 1 <k < n-r .

For T

F first Rosenblatt's transformation is applied starting

with the marginal of U k+1)* then with the conditional of U given

( (k+2)

and so on, which yields
Uker)’ * ’ y
ul =8B U ) d
1 = ®k4l,n-k'“(k+1) 2"
' n-k-i+1
v, =1-1{a Uiges)?/ @ - U(k+i—l))} i i=2,...,r
then R-1 is applied to U’ u'
P PP 17 Yy -
For '1'B ,» Rosenblatt's transformation yields
”
Ur = Bk+r,n—k-r+l(U(k+r))
" k+i
U, = {U(k+i)/U(k+i+l)} , 1=1,2,...,x-1
then R.L i lied to U" u’
en Ry s applied to AT

In this censoring scheme there seems to be no computational

since both require the Beta distribution.

advantage of T over TB

F

3.4. Numerical examples.

The following examples were taken from Figure 1, p. 437 of
Michael and Schucany. The values of the actual observations are interpreted

from the plots.
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In the three examples that follow n =9 and r =5 , and the

censoring is right-censoring.

(a)

and 0.5

set U*
N Darling

N values

0.1741,

_; (b)

hl

0.0206,
2 0.7329,
0.0504,
(c)

- 0.1794,
0.0003,

B

A2 = 1.

TF or

for Az

“t.‘

.'d'

For the first example U are 0.1, 0.2, 0.3, 0.4

(1),...,U(5)

. TF . as described in Section 3.2, gives a complete ordered uniform

with values 0.1211, 0.3014, 0.4785, 0.6536 and 0.8272; the Anderson-
statistic is A2 = 0.1884. The formula for A2 , for r ordered

U* is

=-r --;[ z (21-1){log (Ut ) +log (1 -U 3] .

*
io1 (x) (r+1-i)

Transformatlon TB gives anocther complete uniform set
0.3482, 0.5223, 0.6964 and 0.8706 with A2 = 0.1947.

For the second example, are

U(l)""'U(S)

0.0412, 0.0618, 0.0824 and 0.1030 . TF gives the set U*

0.8210, 0.8775, 0.9231 and 0.9632, with AZ

4,5746 and TB gives U*

0.1009, 0.1514, 0.2018 and 0.2523, with A2 4.1808.

In the third example, are

U(l) ,I."U(s)
0.3588, 0.5382, 0.7176 and 0.8970. 'I‘F gives U* :

0.0455, 0.7989, 0.4277 and 0.7005 with A2 = 2.789, and

T, gives U* ; 0.1999, 0.3999, 0.5998, 0.7998 and 0.9998, with

3926 .

In example (c), there is a noticeable difference in applying

TB ; the p-value for A2 after TP is below 0.05 and the p-value

after TB is above 0.15 .

\)\. _-".‘.'.-'J'f\*\#\f*."'\'. \..', .-.‘-. ..._ .. \
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4. POWER STUDY.

Four different methods for testing uniformity from a type II-censored

sample were considered. These are T_, T

r Tp and Michael and Schucany's

: transformation (MS) each followed by A2 and also Pettitt and Stephens' (1976)
l modified A2 (called PS). This last method calculates A2 directly

from the censored sample, without any transformation, and must be compared

3 to a table appropriate to the censoring being considered. Tables are

- given in Pettitt and Stephens (1976). Other statistics were shown to be,

on the whole, inferior to MS and PS by Michael and Schucany (1979); see

their comment on p. 438.

The alternative distributions considered in the power study have
been used in previous studies for uniformity by Stephens (1974),
Quesenberry and Miller (1977), Michael and Schucany (1979) and Dudewicz

and Van der Muelen (1981).

These alternative non-uniforms are the following:

F.: the distribution of Z2 where 2z ~ U(0,1).
F.,: the distribution of 1 - z2 , where Z ~ U(0,1).

2. are independently U(0,l).

F.: the distribution of O.SZ1 + 0.5 Z2 ., where zl’ 2

&

4t 2 mixture of Fl and F2 with equal weights.

F_: the distribution of 2 - 0.5 (if 2 > 0.5) or 2 + 0.5 (if 2 < 0.5)
where 2 ~ F3 .
The different censoring schemes studied were condensed in two

separate tables:

-----

e N AT T ey e L T L L e

___________
<,




[t et AL A

PP i

a s s e L AN

PPN ]

e s s a4 L L0

R i o] G, N s L gl N LR A M AN S gl G AN A e S A e i I A I N

(a) The first censoring scheme is of a sample of size 20 censored at both

extremes, thus only

Uk+1) *Ok+2) " *Yiksr)

were observed.

Thewnumber r of available observations was taken to be

5, 10 or 15, and k , which determines the asymmetry of the censoring was

varied such that p = k/(20-r) was 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0. Thus p
represents the fraction of censored observations at the left; p = 0 means right
censoring whereas p = .2 means that 20% of the censored values occurred

at the left. The power results for this censoring scheme and the different

alternatives appear in table 1.

(b) In the second censoring scheme, the sample is censored in the middle,

thus only the r values

),U and U

Uy Y2y oYy (20-r+£+1) *****Y(20)

were observed.

The number r of available cbservations is again varied as
5, 10 and 15. The number £ , of available observations at the left, was
varied such that q = ¢/r was 0.0, 0.2, 0.4, 0.6, 0.8 and 1.0. The power

results appear in table 2.

For both tables, 1000 samples were generated and the percentage
of times that the corresponding test detected the alternative, was recorded.

The size of the tests was in all cases a = 0.05.
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For the first censoring scheme, that of censoring at both
extremes, except for the cases where p is 0.0 or 1.0 and which
correspond to right and 1eft-censorin§ respectively, the MS transformation
could be applied in two different ways (see their comments on p. 439, first
paragraph). Both possibilities were considered in table 1 with the
results recorded in the same cell. It can be observed that both possibilities

lead to similar power.

RISt o vl |




5|

-
-

W a——

3 . 'y

2
: X
0] ‘o l-“._
) axnpacoxd o
3 ¥ 4a penorrod ¥ 4q panorToz ;¥ #a pamorTod Isay Ry
), . LA
3 q . F X
5 sd L &4 . . M o
4 l.. A

2
": e

€ 19 29 79 T9 EV| VY vy Ev E€v EV SY| S¥ €V €V €V Vb wb)| SV . PV/pV ZW/Z¥ Ov/9v ZV/EV SP
. ST BE B8V BV BE GZ|GSE TV LV OS BV SE| SE By OS Lv T¥ SE| SE 8v/9p o0s/ev Lv/Lv Sv/ey st | or a
€ T SY SV YT € |61 B8Z SV OS 6Z ST| ST 6Z 0S Sb 8Z 6T| ST TVe/6z €v/Ov Tv/cv (2/8Z <ST|. S
. TE LY 3 8v Ly TE|ZE 9T wT ST LT OE| Of LZ Sz ¥Z 9T zE| O zz/zz (/61 zr/zz €u/sz of | ST
s Lz LT 9T 9T LT (T|OE OZ BT ZZ LT we|®ve LZ 2ZZ BT OZ OFf| Y€ vz/tz SI/St wi/®T 61/6é1 ve| ot F
LT Ot 2z 2z 0t LI|8€E Oz ST 6T 92 9€| 9% 9Z 61 ST OZ @€| 9¢ €T/1Z SI/vt z1/zT oz/tz 9| s
¥ » 0 0 ¥ p» |8 € ¥ 8 ¥ TZ/TZ YT 8 Vv € 8 |1z OW/6 S/S v/s 8/6 Tz| St
€T 0 0 0 o0 ¢€T|2T ¢z T 8 OZ oc{0OE OZ 8 T Z 2ZT|OE ¥I/IT ®/z 2/¢ 2TI/9T of| oI €
8€ TT 0 O 1T 8|Sz Z 0 9 6T TE|1€c 61 9 o0 ¢ sz|T€ LI/eT /T /v ¢€u/91 1| s

-

AT INE N

Y

PLUAA Bt Yo
- L1 -

- aadn

w 6L 98 (8 98 SB 6L[¥8 LL OL €9 LS 6v|¥8 28 08 LL SL EL| V8 BL/BL OL/OL 99/S9 95/55 6v| ST

¥ TL oL v €L 69 (9S8 TL 09 v 9 rz|€8 08 SL TL 99 eS| €8 wL/zL 09/SS ev/sy Tv/ec 1z) o1 %

| 6c 69 $9 19 65 Bv|Te 99 zs Tv ez zz|Te oL v so s§ o 18. €L/89 09/SS o0s/sv L€/ze zz| S

° 6L S8 98 L8 98 6L|TL SL LL 0B 2B ve|ev LS €9 OL LL 8|6y 1s/zs 09/19 zL/€L oL/5L v8| st

, L9 69 €L L 9L TL|8S 99 1L st 08 €8|cz 96 iv 09 . s8|iz cesov v/1s es/€9 so/oL e8| ot U

m B 65 19 §9 69 66[9 65 g9 w 6 T8|cz 6z v 25 99 8|2z oc/se Tv/ev zs/es ou/w 18| s

S A ) L T N O O R S 9T b1 0 [\ smewany
/ .

m *G0*0 = 0 23893 JO 9ZYS ° (X-07)/N = 3IIST e paTOSUV uoTIoRI} = d-

m {SUOTIRAISSQO STAETTRAR JO IOUNU = I “Auwxvx......~+xvx 9Iv SUOTILATEEqO STQRTTRAE {0z = U SzYs ordwes

A\
e

*SAWITIIXS YJ0q @ PAIOSUSD SO[AWES 10J SOTPNIS Iemod

AT 4

1 14Vl

'
v
i

L0 I R o e e 0 AT !



y S T ¥
v_‘
f
¢
7~
b, .
: _ |
. N< Kkq pamarroa N¢ Aq peamoTTOod Nc &q pamoTTOd »u.svounum FY-T
sd 9 I : Gl
3 €b 82 OT OT 8Z €p| sy Tc of 8Z Tv wp|'vv Ty 82 O Tc SY|Sy €€ OZ 0OZ EE Sb | ST
.... ST 1T ¢ € IT Sz s¢ CT 9 pT LT sE| SE Lz PI 9 T mm., §€ 9T 6 6 91 &t o1 m.m
a iz T 0 0 1 tz]stT 9 s o 1t erjer 1L 9 s 9 stlst 8 v v 8 ST |S
“. 1€ 92 S SE 92 Tl O 9 T¥ 8¢ o€ 2| S 8 Ty 9 Oc]oOt 9 OV Ov 9t Ot st
.\ LT T ST ST TZ LT ve veE ov ov 9t ocloe 9t Oy OV PVE #ﬂ € Or SE OF St bt ot v&
. ¢h.n 6 S S 6 LI] 9 € 9t 6f Bt BE]| BE BE 6€ 9€ TE 9E 9 Gt Lt LE SE 9t S
W. 14 I ot ot ¥l V© ¢ o1 8 L L w. 8 L L 8 o1 12 | T 8 S S 8 12 st . .H.
:” €T LE PSS S LE €£T] oE 8 OT OorT 2Y 2tf{ceTt ¢ OT ot 8 OE|OE Vv ¢ £ y Ot (1)1 ¥ | @
.“. g€ €5 99 99 €S 8] 1€ O 9oT 1T .mN gzl 6z sz Tz 9T ol 1e|1It ¥ [A ' v 1£ S .
<.. 8L 2 SL 6L 8L 6L| 6y (L zZ8 t8 ¥8 VBl EL LL OB T8 T8 V8|6V LL ?8 €8 €8 I8 st
), L9 65 65 99 89 TL Lz 99 6L ¥8 !Q s8l 85 99 v. 8L 18 €8)LZ (9 6L t8 V8B ¢€8 ot N.&
_,._.. 8 o 2£ 62 62 6E|zz Ts 1L (L 28 18| 9 Wy 65 oL SL 18|ZZ 05 69 9L 6L 18 |S
r“. 6L BL 6L GL 2L 6L|v8e za 18 0B LL EL| VB V8 €8 T8 LL- 6| V8 €8 €8 T8 LL 6V ST
__-. TIL 89 99 65 65 L9|€8 T8 BL %L 99 85| S8 ¥v8 ¥B 6L 99 LT t8 V8 €8 6L L9 Lt (124 ﬁh
... 6 67 6Z "2 B¢ 8Y| 18 SL OL 65 wpr 9c|T8 T8 TL TL TS ¢TZ|18 6L 9L 69 05 2T S
.1“ T 8° 9° ¥ T O 1 g8 9 v T O 1 8° 9° v T O 1 8" 9° %> ¢ O /~.v,u/ aATIRUIIJITY Y
._ S0°0 = ® 3883 JO 9ZTS ‘PUD IFIT 3 SIQRITRAR uoTIORII = I/7 = b !suotivazesqo ..w

-

/ aTqeTTRAR JO JaquNU = X loﬂux...l3+»+uno$x.v:¢ va..... .Cx eIV STQRTTPAP SUOTIPAIIEQD ‘02 = U azYs atdues

‘ _ .'ﬁ
STPPTW 3Y3 uT pATOSUSD saTdMes 03 Apnys 13mo0g "
| KXY
' | -l
_ Z T1avy _ 5

]

e SRS WA LAY L SIS MM IAINY

TP .
tatalal PN B T R o U oy -.L




»

L BT RO R AT SRR i e Sl Sy o 8 M i At e * Lie ol LAl A g L il P S Shodi it ~Nadh Toadh Mk St Sl el et e

Rt et e 4 ‘S AP A 2 0 D

-~ 19 -

Comments on Table 1.

When p = 0 (the sample is right censored), the results agree
with those reported by Michael and Schucany (1979), to within Monte Carlo
variation. For this case, (p = 0), the Pettitt-Stephens (1976) procedure

dominates under alternative Fz where the second best is TF (recall that

in this case TB is equivalent to MS and also T_ has a computational

F

advantage over TB) . Against F3, TB dominates TF and except for highly

censored samples (r = 5), also dominates PS.

For the rest of the alternatives, still with p =0 , TB and

'1‘F are roughly equivalent and dominate PS .

Under left censoring, that is when p = 1, procedure PS out-~
performs the rest under alternative Fl where TB is the second best
(hexre, MS and Tp coincide). Under F3, except for highly censored

samples (r = 5), where PS does well, TF dominates TB and PS .

For the rest of the alternatives, still with p =1, TB and TF

are again roughly equivalent and dominate PS .

If censoring occurs at both extremes, then the relative
performances of the test procedure depend on the degree of symmetry of the

censorship, that is, how close p is to 0.5.

Against F4, procedure PS does very well except for values of p
on the extremes. Against F3 however, PS 1is outperformed by MS , which

in turn is outperformed by TF when there is more censoring at the right

and by TB if there is more censoring at the left.
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Against Fl' PS and TB behave similarly and do better than

MS or T, . Against F2, PS and T_, are similar and outperform the

F F

other two.

Against F_ , there are no big discrepancies, except if r = 15

5

(25% censoring) in which case PS does better.

Comments on Table 2..

Consider the case where q= .2, .4, .6 or .8 to avoid the

cases of left- and right-censoring (4 = 0 and q = 1), already discussed,

Agai=st Fl' MS and '1‘F dominate. Against F_, MS and T

2’ B
4’ MS, TF and TB
are comparable and PS behaves poorly, especially with high censorship

dominate and against F3, PS dominates. Against F

(75%).

Against Fs v '1‘P or TB do well if the largest amount of
available information is at the left or right respectively. The
procedure MS behaves symmetrically in this respect and PS yields low

power if censorship is above 60%.
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5. APPLICATION TO GOODNESS OF FIT WITH TYPE 1 CENSORED DATA.

In Section 3, the transformations TF and 'I'B were defined as

those resulting from Rosenblatt's transformation applied to the available
subset of the order statistics in a forward or backward ordering, followed

by R;l and RB]' respectively.

For one sided or double censoring of type I, one can still find

TB and TF . For this we need only to consider a conditionality argument.

5.1. Right censored case (Type I).

<
i The observations 0(1) ’U(Z) ""’U(r) are the sample values that
were less than a fixed and known censoring constant t . Observe that the

integer r is random.

< -
Define the event C to be U(r) <t U(r-l-l)

Consider the conditional joint distribution of U(l) ""’U(r)

given C . Since this is absolutely continuous (almost surely), one
can apply Rosenblatt's transformation in a forward or backward ordering.

For example, the transformation T8 works as follows.

First, the conditional distribution of U given C is needed

(x)

tomap U then the conditional distribution of U given ¢ and

()’ (x-1)

U is needed tomap U X then the conditional distribution of U

(x) (r-1 (r-2)

is needed tomap U then the conditional distribution of U

(x-1)' (r-2)

given ¢, U and U is required to map U )’ and so on.

(xr) (x-1) (x-2

The conditional distribution S(*) of U given C is

(r)
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f
0 if u=so
s, (ulo =+ (E)r if u € (0,t) )
U t
(x)
Ll if uz2t.
Similarly, the conditional distribution of U(r-l) given C and U(r)
is found to be
7~
0 if u=so
] J u r-1
] (u|C,U, ) = if u € (O,U ) .
Ur-1) (x) iz (x)
1 if u> U(r) : .
: 1
o Finally, T, consists in applying R~ (formula 2.4) to the set
N ‘
UI,...,U;_ given by
':- " = r
- U {U(r)/t}
and (5.1)
" - 3 -
3 Uj (U(j)/u(j-bl)) ; J = 1,00.,2~1

-
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The resulting v are, conditionally on C, independent U(0,l),
hence after applying R;l to these, we obtain Utl)""’utr) which,

conditionally on C, are distributed like a complete ordered U(0,1l)
sample.

A similar derivation yields TF in this Type I right censored

] L]
case. The Rosenblatt transformation gives Ul,.. ..U where
o

o r
‘o1 - - 1)
U =1 {1 t}
and (5.2)
' _ _ - - r-i+l . .
U, =1-10 B3y = Uri-1))/ (¢t U(i_l))} , i=2,...,r;

then R;l is applied to the Ui to give the ordered set U* .

5.2. Double Censored case (Type I).

The uncensored observations U(k+l)'U(k+2)"°"U(k+r) are the

sample values which were less than a fixed known censoring constant t2 and
greater than another fixed and known censoring constant tl , Wwith

<
tl t2

Applying Rosenblatt's transformation conditional

on the events C and D defined by

1, p=1(u <t

<t a0 < 'S Ve 1

2 < Uker+1)

the following results are obtained.

For T_, the U

B 1,...,U; needed before R;1 is applied are given by

B R e R Tl R B N s UL I T e R TS R I S IO "
e N T R A N e

I .
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P '
a r

- "

: Up = {0p = 8070 -t

. (5.3)
| and

. " i, )

- O = {00y = 80/ Wpg) 810 L= Loeeeuml

" For 'I‘F , the Ui,...,U; needed before applying R;]' are given by

: ul=1-1{t, -u y /(e - )}

I r 2 " Yk+n)! /'8 T Hy

o

~ and (5.4)
‘E:

A . ) i

F U =1 - ey - U i)/ T Uy

r.

k.

b

N

In this type of censoring situation (and similarly for Type 1
right- or left-censoring) one finishes with a set of random variables

“?1) ""'U‘(.r) which conditionally on C and D has the same distribution

as a complete ordered U(0,l) sample of size r . The Anderson-Darling
A2 computed from these random variables, conditionally on € and D,
has a well known distribution, which in the upper tail is, for all
practical purposes, independent of (Lf r 2 5; see Stephens, 1974);
hence the test statistic A2 applied after '1‘B or TF in a type 1
censoring situation is essentially distributed as in the usual

unconditional test for uniformity.

R R R R e ML A N D R
A I SR AT R N NS N 4¢3 A AT A AU



* RO

~ e
et e b

MR !

A L R St Tt i i Bt it Tt LB St Sl S, R gt i i At e i B el e i et i WY TV TN TR Y
- DS M . R Al R el RO ESTRLTRL

,_.:__. WA -r;‘._-r -'\\.:\-,-._ afaTn A AT \.—\:: \:.,_'

6. GENERAL COMMENTS.

(a) For Type 2 censoring, there seems to be no overall best procedure

from the comparison carried out in Section 4. It is true, however, that in
a practical situnation one knows the type of censoring which is confronted
and if one suspects the alternative, then the general comparisons given

should be useful.

(b) An appealing property of the procedures TF and TB is that they
indicate explicitly how a given subset of an ordered uniform sample may be
transformed to a complete ordered uniform sample, by a method which applies

in great generality.

(c) Wwhen defining TF in Section 3, one first maps the available order
statistics with Rosenblatt's transformation starting with the smallest,
then the next to the smallest and so on. At this stage one has an
independent U(0,1) sample. Any fixed permutation of this independent
sample could then be transformed with R;l . Theoretically this is a
valid procedure but in practice, we found that the power was highest
when the ordering was maintained. This empirical result suggested the

use of R;l when the Rosenblatt transformation was used forward and R;l

when it was used with the backward ordering. In this way one maintains the
identity of the observations. This agrees with an observation concerning
the retention of identity that appears in Michael and Schucany (1979,

p. 439, in the first paragraph).

(d) For Type 1 censoring, there is extra information in the random number
r (and, for double censoring, in k) . For example, with only right

censoring, a value r far from its expected value nt indicates lack

-
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»
of uniformity, even if the r values themselves were evenly distributed -

in the interval (0,t). The need to make a test involving r has been
discussed by Stephens, and by Michael and Schucany, in Chapters 5 and 12

of D'Agostino and Stephens (1985). In Chapter 5 it is suggested that a
test that r is reasonable (r has a binomial distribution with parameters
n and t) be combined with the test for uniformity. A two-stage procedure
of this type has recently been discussed by Maag and Dufour (1985). an
interesting question which then arises is how best to choose the a-levels
of the component tests to give the desired overall oa-lewvel. 1In

Chapter 12 of D'Agostino and Stephens (1985), Michael and Schucany

point out that the Pettitt-Stephens procedure makes use of r ; so also

’

does a statistic based on the spacings between the U(i)’
Further work is needed to compare these several methods of

incorporating the information contained in r , and, for double censoring,

in k .

!, N - N - - - - - - . A - -~ ..
-.'.'. . o LN o .- _'.\- "-‘ *'.'1‘.\»- L



ACKNOWLEDGEMENTS

This work was supported by the Natural Science and Engineering
Research Council of Canada and was done while the first author was a visitor

at the Department of Mathematics and Statistics at Simon Fraser University.

REFERENCES

[1] D'Agostino, R.B. and Stephens, M.A. (1985).

Goodness-of-Fit Techniques.
New York: Marcel Dekker.

[2] Dudewicz, R.J. and Van der Meulan, E.C., (1981). Entropy based tests
of uniformity. J. Amer. Statist. Assoc., 76, 967-974.

{3] Maag, V. and Dufour, R. (1985). Two stage goodness-of-fit for truncated

or censored samples. Contributed paper, Annual Meeting, Statistical
Society of Canada, 1985.

[4] Malmquist, S., (1950). On a property of order statistics from a
rectangular distribution. Skand. Aktuardidskrift, 33, 214-222.

{5] Michael, J.R. and Schucany, W.R., (1979). A new approach to testing
goodness of fit for censored samples. Technometrics, 21, 435-441.

[6] O'Reilly, F.J. and Stephens, M.A., (1982). Characterizations and
goodness of fit tests. J.R. Statist. Soc., B, 44, 353-369.

[7) Pettitt, A.N. and Stephens, M.A., (1976). Modified Cramer wvon Mises
statistics for censored data. Biometrika, 63, 291-298.

[8] Quesenberry, C.P. and Miller, F.L., Jr., (1977). Power studies of

some tests for uniformity. J. Statist. Comput. Simulation, 5,
169-191.

[9] Rosenblatt, M., (1952). Remarks on a multivariate transformation.
Ann. Math. Statist. 28, 470-472.

[(10] Stephens, M.A., (1974). EDF Statistics for goodness-of-fit and some

comparisons. J. Amer. Statist. Assoc., 69, 730-737.




£

AR o K s

UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE (When Dala Intered)

REPORT DOCUMENTATION PAGE BEFORE CONPLETING PORM

1. REPORT NUMBER 2. GOVT ACCESSION NOJ 3. RECIPIENT'S CATALOG NUMBER

361 4 0-44157 957

4. TITLE (and Subdlitie) ’ S. TYPE OF REPORT & PERIOD COVERED
Transforming Censored Samples And Testing Fit TECHNICAL REPORT '

8. PERFORMING ORG. REPORT NUMBER

Pret———— i R
7. AUTNOA(e) 7. CONTRACT ON CRANT NUMSEA(S)

F. J. O'Reilly and M. A. Stephens NO0O14-76-C~0475
5. PERFORMING ORGANIZATION NAME AND ADORESS 0. W
Department of Statistics
Stanford University NR-042-267
Stanford, CA 94305
11. CONTROLLING OFFICE NAME ANO ADORESS - 12. REPORT DATE
Office of Naval Research July 23, 1985
Statistics & Probability Program Code 411SP- 3. 2"8“"'“ OF PAGES
74, MONITORING AGENCY NAME & ADDRESS(I! different from Conirelling Olfice) | 15. SECURITY CLASS. (of this repert)
' ' "|  UNCLASSIFIED
"lﬁ.—_o:cn.—su—nci'ﬂ'o_fu DOWNGRADING
SCHEDULE X

[16. OISTRIBUTION STATEMENT (of this Report)
" APPROVED FOR PURLIC RELEASE: DISTRIBUTION UNLIMITED

-
. - . P AN
- - - . P

17. OISTRIBUTION STATEMENT (of the abstract entered in Bleck 20, If dilterent trem Repert)

18. SUPPLEMENTARY NOTES

19. KEY WORDS (Continus en reverse oide If neceseary and identily by bleck number)

Goodness-of-fit tests, Uniform distributions, Censored samples.

:o ABSTRAGCT (Continue en reverse side Il necessary and identity by bleck number)

One approach to testing the goodness-of-fit of a completely specified continuous
distribution with a censored sample, is to transform the corresponding uniform
rcensored sample into a complete uniform sample and then to use any of the classi-
cal uniformity tests. Two systematic procedures for transforming a censored uni-
form sample are proposed. A Monte Carlo power study was conducted to analyze the
relative merits of these procedures when followed by the Anderson-Darling A% test
for uniformity. The suggested transformations are versatile and with A2 , give
good power for most alternatives. — ___

DD 5%’y 1473  roimion oF 1 wov ¢33 onsoLeTR

$/N 0102-014< 6601 UNCLASS

SECURITY CLASSIFICATION OF THIS PAGR (Whea Date Bnatered)

LI SR Y R

;ﬁ( . r,.\-

P I N S SN R LT P e et M et e thele Tt T
> v’ DR - LI Wt s CRE N ARSI DLASAS ’._‘;“i;‘-;’g::;




AL LA, PR AP S~

FAOALEA

b i S

Rt s RSP e e SN
MRS, TS RN, N s

N g
PRE JNFAS S L A L

.

‘*\.




